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LOCALIZED INTELLIGENT DATA MANAGEMENT FOR A STORAGE SYSTEM

COPYRIGHT NOTICE
[0001] Contained hereinis material that is subjed to copyright protedion. The
copyright owner has no objedionto the facsimil e reproduction d the patent disclosure by
any person asit appeas in the Patent and Trademark Office patent files or records, but

otherwise reserves al rightsto the mpyright whatsoever.

BACKGROUND OF THE INVENTION

Fidd o the Invention

[0002] Thisinvention generally relates to storage systems. More particularly, the
invention relates to a new paradigm for managing storage servers, such as Network
Attached Storage (NAS) systems, by initi ating data management adivity locdly (e.g., by

astorage oontroller or the like) in resporse to predetermined events.

Description d the Related Art

[0003] Storage products are typicdly designed to function within alimited scope. They
are designed to store dedronic data andto provide acessto that stored data.
Management of these storage devicesisleft to externa medhanisms, resulting in difficult
configuration and management isaues. For example, storage devices, whether network
attached ar SCSI/Fibre channel attached, are not currently designed with a medhanism to
badk up a replicate themselves to another storage device such as magnetic tape. The
consumer of the storage system is left with the task of creating a backup server, or
integrating the new storage deviceinto an existing badkup environment. In doing so, the

consumer is faced with many deasionsincluding deading the best data path to use for
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transporting the dedronic datafrom the storage deviceto the backup storage device and
when to schedule the backup so that the least interruption to serviceisincurred while
maintaining as complete abadkup as possble.

[0004] Other issues such asreplicaionto remote fadliti es, virus £anning, and
encryption are typicdly solved in asimilar fashion. That is, an externa mechanism is

brought into play to manage the dedronic data stored onthe storage device.
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BRIEF DESCRIPTION OF THE SEVERAL VIEWS OF THE DRAWINGS
[0005] The present inventionisill ustrated by way of example, and nd by way of
limitation, in the figures of the accompanying drawings and in which like reference

numerasrefer to similar e ements and in which:

[0006] Figurelisablock diagram that ill ustrates an architedure of a storage antroller
in which the intelli gent data management system isinstall ed acording to one
embodment of the present invention.

[0007] Figure2isaflow diagram that ill ustrates a processto insert the fil e system
filter in the operating system acording to ore enbodment of the present invention.
[0008] Figure3isaflow diagram that ill ustrates a processof replacing the standard
file system call sequenceto include the fil e system filter according to ore embodment of
the present invention.

[0009] Figure4isaflow diagram that ill ustrates a general processof redireding the
standard fil e system call sequenceto the intelligent data management system acerding to
one enbodment of the present invention.

[0010] Figure5isaflow diagram that ill ustrates a general processof asociating data
management appli cations with fil e system activity acording to ore eanbodment of the
present invention.

[0011] Figure6illustrates aprocedure for inserting paliciesinto a palicy store
acording to ore enbodment of the present invention.

[0012] Figure7 ill ustrates aprocessof setting palicy informationin the extended
attributes of afile acording to ore enbodment of the present invention.

[0013] Figure8illustrates a general procedure for invoking palicies for agivenfile

adivity acoording to ore enbodment of the present invention.
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DETAILED DESCRIPTION OF THE INVENTION
[0014] Apparatus and methods are described for initi ating data management adivity for
one or more storage devices based onevents, such asfil e system events or device events,
deteded or ocaurring at an asociated storage controller. Broadly stated, embodments of
the present invention seek to locdize and abstrad data management adivities. According
to ore enbodment, an intelli gent data management utili ty resides in the storage
controller. The data management utili ty monitors and redireds fil e system adivity
targeted to or originating from one or more storage devices and initi ates appropriate data
management activity based uponthe fil e system activity and user-administered pdicy-
based management.
[0015] According to one enbodment of the present invention, the problems described
abowe in the backgroundare addressed by monitoring and redirecting fil e system activity.
For example, afile system filter may be inserted between the operating system’s virtual
file system and the fil e system and the filter may be cugded with an application interface
and transport medhanism. Doing so reverses the paradigm of storage devices being used
and managed by applicaions to that of storage devices using appli cations to manage
themselves.
[0016] Inthisexample, thefilter driver monitors events such asfile open andfile dose.
When these events occur amessage is ent from thefilter driver through the transport to
the gplicaioninterface The gplicaioninterfaceis able to invoke the gpropriate
applicaionand perform the desired operation(s).
[0017] Inthefollowing description, for the purposes of explanation, numerous gedfic

detail s are set forth in order to provide athorough understanding of the present invention.
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It will be goparent, however, to ore skill ed in the at that the present invention may be
pradiced withou some of these spedfic details. In ather instances, well-known
structures and devices are shown in block diagram form.

[0018] The present inventionincludes various deps, which will be described below.
The steps of the present invention may be performed by hardware cmporents or may be
emboded in madine-exeautabl e instructions, which may be used to cause ageneral-
purpose or special-purpose procesor programmed with the instructions to perform the
steps. Alternatively, the steps may be performed by a combination d hardware and
software or firmware.

[0019] The present invention may be provided as a computer program product which
may include amachine-readable medium having stored thereon instructions which may
be used to program a cmputer (or other eledronic devices) to perform a process
acording to the present invention. The madine-readable medium may include, bu is
not limited to, floppy diskettes, opticd disks, CD-ROMs, and magneto-opticd disks,
ROMs, RAMs, EPROMs, EEPROMSs, magnetic or opticd cards, flash memory, or other
type of media/ machine-readable medium suitable for storing electronic instructions.
Moreover, the present invention may aso be downloaded as a computer program product,
wherein the program may be transferred from a remote cmputer to arequesting
computer by way of datasignals emboded in a carier wave or other propagation
medium via a ommunicaion link (e.g., amodem or network connedion).

[0020] While, for convenience, embodments of the present invention are described
with reference to perticular operating systems, such as Unix and Linux, and storage

devices, such as NAS, the present inventionis equally appli cable to various other
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operating systems and storage devices. For example, the Microsoft Windows operating
systems also make use of avirtua file system that resides above the adua file system
implementation. Like the Unix operating systems, the Windows architedure suppats the
development of filter driversthat may be inserted in the sequence of fil e system events.
Whil e the implementation spedfics may vary, conceptually, the embodments described
herein would function in the same manner. While NAS devices are alikely choicefor
implementation d embodments of the present invention, any storage devicethat utili zes
afile system to manage the dl ocaion and storage of datais a candidate for utili zing

various feaures of the present invention.

Overview

[0021] A software framework that intelli gently conreds applicaionsto storageis
propacsed. Thisintelligent connedion simplifies sme of the regular duties that are
asciated with managing storage, such as badup, restore, virus prevention, and
archiving. These functions are artfully combined to provide asafe/seaure/managed data-
environment that is sSmple and requires minimal human intervention. Under the novel
framework described herein, these features may be cmbined in various combinations to
provide tail ored solutions that med spedfic austomer needs, thereby offering a solution

that substantially reduces the coomplexity and challenge of managing storage.

Replication

[0022] According to embodments of the present invention, files may be proteded from

inadvertent fail ures or mistakes by immediately making safe apies of files onaremote
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storage device. Replication pdicies may be set to copy filesimmediately after they are
closed or onascheduled besis. Replicationis suppated on vrtually any storage device,

including: tape, Optical, NAS, SAN, or locd storage devices.

Automated Backup

[0023] According to the framework described herein, file adivity may be tightly
couped to badkup and restore services to take alvantage of resident, proven badkup and
restore gplications. Aswith all of the feauresin the framework, backup may be pdicy
driven. Files may be backed up on @mand a as a scheduled task. Advantageously, by
employing the automated badup feature described herein, backups beamme an integrated
part of the storage solution rather than an afterthought. Using new tedhndogies, such as
ISCSI, local file storage and remote backup can be seanlesdy install ed, enhancing the

customer’ s disaster recovery cgpabiliti es.

Auto-Restore

[0024] In most environments, areal fail ure necesgtates a manual restore, requiring
human intervention (providing the requested file was proteded by a backup copy).
However, according to embodments of the present invention, since the framework
knows when afil e has been requested, upon aetecting afail ed read command to the disk,
the requested file may be automaticdly restored from the secondary storage location.

Consequently, auto-restore saves time and money by transparently solving the problem.
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Hierarchical Storage M anagement (HSM) / Transpar ent Automated Archiving

[0025] According to embodments of the present invention, aframework is provided
that uniquely coupes backups with HSM. For example, as onasfiles are badked up
they are candidates to be managed by the HSM feature. The HSM featureis pdlicy
based. The HSM feaure all ows the primary storage to be used to manage airrent, adive
fileswhil e older, lessreferenced fil es are rel eased to the bacdkup media. Theresultisa
self-managing system that gives the gppearance of having the entire data set online while

requiring lessonli ne storage media (and associated management expense).

Inline Virus Scanning

[0026] According to embodments of the present invention, the framework is able to
incorporate popuar virus scanning tedindogy, insuring alevel of dataintegrity
previously unseen in a storage product. Theinline virus sanning fedure is palicy driven
so that fil es may be scanned as onas they are written and again before they are baded
up. Thevirus <an fedure aitomaticdly updetes itself with the latest virus detedionfiles
so that the storage system is always current, discovering previously undetedable viruses
in the data popuation (and rever replicating bad data). With the increasing occurrences
of new viruses, nealy every IT professonal has a story abou bading-up and restoring

infeded data— and the painful productivity lossthat results from this ‘ugly’ cycle.
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Terminology

[0027] Brief definitions of terms used throughout this appli cation are given below.
[0028] *“Data management adivity” or “data management processng’ generally refer
functions related to administration and/or organization d data. Exemplary data
management activities including hierarchicd storage management (HSM), storage
aggregation a virtuali zation, fil e replicaion, badkup, virus sanning; encryption, and
deayption.

[0029] A “filter” generally refers to a software mecdhanism that all ows requests to flow
into it, monitors those requests, performs various adions based onthe requests, and
allows requests to flow out of it.

[0030] Inthe context of the described embodment, a “storage router” may generaly be
thought of as a storage devicethat accepts as input requests and invokes various rvices
by routing the requests to appropriate services to processthe requests, such as a storage
controller.

[0031] A “storage device” generally refersto adeviceincluding ore or more storage
media. Examples of various gorage devices contemplated include NAS servers, File
servers, RAID disk controllers, and the like.

[0032] Inastandard operating system, such as Unix, Linux, and Windows, aacessto
file systems s provided through a mechanism known as the virtual file system (1), or
VFS. The VFS provides a standard interfaceto operating system all owing the fil e system
implementation to be transparent to the operating system. File systems (3) are only
required to conform to the pulished VFS interfaces. Below the fil e system reside the
devicedrivers (4) that provide block-level interfaceto the fil e system and device specific
aacessto the physical storage atached to the system.
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[0033] Inthe storage controller depicted in Figure 1, afile system filter (2), heredter
also knawvn asfilter, has been inserted between the file system andthe VFS. Thefilter
provides two ioctl interfaces into the filter. One of the interfaces ads as alistener, while
the other ads asa sender. The Transport (5) uses these interfaces to receive commands
and communicate status, respedively.

[0034] Thetransport islinked to the Applicaion Interface (7) through a private API.
The Transport is capable of instantiating multiple copies of the Application Interfaceto
processmulti ple files smultaneously. The Application Interface communicates with the
data management appli cations (6) and (8) through mecdhanisms such as command line
interfaces, sockets and scripts.

[0035] Asfileactivity is ®nt to the gplicationinterface (7) the gplicaioninterface
gueries the pdlicy store (8) for the gpropriate adions to perform onthefile. The pdicy
identifiers are stored with the file in the extended attributes of the file. The padlicy
identifier is st in the extended attributes through an application (9) designed to access
these atributes. The goplicaion (9) is able to read and write the extended attributes of a
file or set of files. There ae various means for accessng the padlicy store, these include
speaali zed appli caions and Graphicd user interfaces (10).

[0036] Thefilter may beinserted into the system any time dter the file system (3) has
registered with the VFS (1). Inthe enbodment depicted in Figur e 2, the processof
inserting the filter involves creating two sets of function panters (11)(a set of “in”
pointers and a set of “out” painters) to link thefilter to the VFS and the file system. The
“in” function panters replacethe fil e system functions normally cdl ed by the VFS and

the “out” pointersrefer to the fil e system functions. Thus, the VFS will cdl the functions
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(12) inthefilter driver asif it were calli ng the fil e system pointers and the filter will
either provide alditional processng before passng the request to the fil e system
functions or immediately cdl the file system functions, essentially passng the VFS
request through to the file system. The aldresses of functions residing within the filter
areinserted into the “in” table (13). These function panterswill replacethe original files
system function panters. Through a series of operating system function calls, thefilter is
ableto locate the super block for the mourted fil e system (14). The super block contains
pointers to the fil e system functions. These pointers are cpied to the “out” block (15).
Replaang the pointers originally contained in the super block with the pointers gored
within the “in” block isthefinal step in the insertion process(16). Thefilter driver now
recevesall of the function cdls and may either provide alditional processng or smply
forward them to the fil e system.

[0037] Inthe present embodment, ead time aprocessis creded, the operating system
creaes an in-memory structure that, among other things, hdds alist of pointersto files
descriptors. Each time aprocessopens afilefor access aunique fil e descriptor is creaed
for that processand the addressof the descriptor is added to the list. During the process
of opening afile (17), the VFS cdl s afunctionto return the inode (18), or on-disk
descriptor, for thefile. Thisread_inode functionis part of the set of filter functions
instaled duing theinsertion processdescribed above. Thefilter must perform a set of
adions smilar to thase described abowve to insert itself in the set of inode operation and
file operation functions associated with the file. Figure 3 describes the processof
inserting thefilter in theinode andfil e operation functions. The filter contains a set of

functions to replace the standard fil e system functions. When afileis opened, thefilter
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cgptures the read_inode function from the VFS (17). All file systems mounted below the
standard VFS interfacetypically return a set of pointersto the inode and fil e operation
pointers associated with that particular file system. Thefilter insertsitself by returning
pointersto filter functionsin resporse to thisread_inode cdl. Thefilter first cgptures and
saves the fil e system inode operation function panters (19) and fil e operation panters
(20) by cdling thefile system read_inode function (this enables the filter to cdl thefile
system functions during subsequent file adivity). Thefilter then returns the pointersto
filter functions (21) in resporse to theinitial read-inode cdl (17) made from the VFS.
[0038] A genera processof filtering file system adivity and providing additional data
management processng as part of the normal data path will now be described with
reference to Figure 4. Inthe enbodment depicted, eat time afilter functionis cdled
(22) from the VFS, thefilter is able to determine the level of additional processng
requested for thefile (23). In some cases, littl e or no processng may be required. For
example, fileread and write requests will nat typically require any additional processng,
whil e fil e open and close requests may require alditional processng.

[0039] The achitecture of thefilter includes two types of interfaces to the applicaion
space Theseinterfaces are known as 10 control, or ioctl, functions. Thefilter has an
ioctl medhanism that receives alistener request from the transport (24) and an ioctl
mechanism to receive cmmands and status from the transport. In the event that the
transport is not avail able, the filter performs no additional processng of the file, passng
the request through to the underlying file system. Inthe event that the transport is present
and hesregistered alistenioctl cal with thefilter, the filter returns from the ioctl cdl

with aset of parameters that describe the file and its current state (25). Common states
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include “fileis being opened” and “file is being closed”. When the transport completes
the request, it cdl sthe statusioctl to return status onthe processng. Thefilter isableto
passthe fil e request on to the fil e system for final processng (26). When thefile system
has completed processng the request, it returns gatusto thefilter, andthefilter isthen
ableto passthe status back to the VFS (27) to complete the process

[0040] Figure5isaflow diagram that ill ustrates a general processof asociating data
management appli cations with fil e system activity acording to ore anbodment of the
present invention. In this example, the processtakes placewithin the transport
medanism. When the transport beacomes adive, it immediately makes alisten ioctl cdl
to thefilter (28). The transport then waits until the filter returns from the call (29). The
returned parameters are immediately saved and the transport spawns a new processor
thread to processthese parameters (30). Anather listener ioctl cdl i sthen made to the
filter.

[0041] According to the enbodment depicted, initiation df data management
processng for thisfile includes the new transport thread or processexamining the
parameters and initi ating the gpropriate goplicaion(s) to hande the processing (31).
The interfacewith the gplicaionsis unique to eat application. Typicd methods of
interfadng include sockets, RPC, and scripts. When the gplicaion has completed the
adion, statusis either obtained dredly from the application a separate software ade
written to monitor the status (32). The statusis then returned to the transport (33), which
then generates an appropriate status to be returned to thefilter (34).

[0042] After the transport has delivered the fil e state information (23) the appli cation

interfaceis able to process the information and invoke the gpropriate data management
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applicaion(s) (6).

[0043] According to the described embodment, extended attributes are stored in the
metadata for each file managed in the system. An applicaion, a applications, (9)

fadlit ates retrieving and storing these extended attributes.

[0044] A pdicy store (8) isincluded in the system to provide arepository for the
defined pdicies. Policies may be read from and written to the pdicy store. The pdlicy
storeis organized in such away that aunique value, or index, can be used to locae ay
single palicy within the store. The pdlicy storeis aacessed by the gplicationinterface
(7) and any number of spedalized applicaions (10) including, but nat limited to, a
graphicd user interface

[0045] Figure6 ill ustrates a procedure for inserting palicies into a palicy store
acording to ore enbodment of the present invention. According to the embodment of
the present invention ill ustrated in Figur e 6, when the administrator responsible for
configuring the system determines a new palicy isrequired, he/she may utili ze one of the
palicy store tods (10) to insert anew pdlicy into the store. The storeis opened (35) by
the gplicaion and the data within the store isread urtil the gplicaionisableto
determine the end of the aurrent pdlicy data (36). The gplicaion then inserts the new
palicy information (37) into the store & thislocation and assgns aunique identifier to the
new palicy information (38). The unique identifier all ows other entiti esto reference the
new paolicy. Once the administrator has completed inserting paliciesin the store, the
storeisclosed (39) and the tod (10) is terminated.

[0046] Figure7 ill ustrates a processof setting palicy informationin the extended

attributes of afile acording to ore enbodment of the present invention. In this

Docket No. 06013.P001Z
ExpressMail No. EV049397517US 15



example, in order for paliciesto be assciated with afile, or set of files, the unique
identifier (38) created when the pdlicy that was placed in the storeisinserted in the
extended attributes of each affeded file. An application (40) designed to accessthefile
extended attributesis darted. The gplicaion (41) builds alist of filesto be modified
based on drection from the alministrator. Oncethelist isbuilt, the goplication performs
the processof reading the aurrent set of attributes (42) for afile, merging the new
attribute (43) with the unique identifier (38) into the aurrent set of attributes, and writes
(44) the modified attributes badk to the file. This processcontinues until ead filein the
list (41) is processed.

[0047] Figure8illustrates a general procedure for invoking palicies for agivenfile
adivity acoording to ore enbodment of the present invention. In the enbodiment
illustrated by Figure 8, thefile system filter (2) notifies the goplicaioninterface (7)
through the transport (5) eat time afil e system event, such as afile being closed, cccurs
(45). The gplicationinterface (7) reads the fil e extended attributes (46) and determines
whether this file has a policy associated with it (47). Inthe event there ae no pdicies
associated with thisfil e, the goplicaioninterface(7) returns the appropriate completion
status (51) to the file system filter (2). When pdicies are present for afile, the extended
attributes will contain ore or more palicy store identifiers (38). The goplication interface
(7) reads the pdlicy store (48), retrieves the palicy associated with the unique
identifier(s), and invokes the gpropriate set of applicaionsto processthefile (49).
When processng is complete the gplicaion interface(7) modifiesthe file extended
attributes as necessary to reflect the aurrent state of the file and the processng associated

withit (50). Completion status (51) is returned to the fil e system filter (2) when al
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processng for the file is complete.
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CLAIMS

What isclamedis:

1. A method comprising:
determining the existence of a predetermined event at a storage controller;
resporsive to the predetermined event, initi ating data management adivity for a

storage device associated with the storage controller.

2. The method d claim 1, wherein the predetermined event is afil e system event.

3. The method d claim 2, wherein the data management adivity includes one or
more of the foll owing:

€) hierarchicd storage management;

(b) storage aggregation a virtuali zation;

(© filereplicaion;

(d) badkup;

(e virus sanning; or

) encryption.

4. The method d claim 3, wherein said determining the existenceof a
predetermined event at a storage controll er is acamplished by way of afile system filter

in the operating system of the storage wntroller.

5. A file system filter for operating systems that is able to cgpture fil e system

requests and initiate additional processng for those requests.
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6. A transport mecdhanism that coupes afil e system filter with an applicaion

environment.

7. A medhanism for enabling data management applications for use by afile system

filter.

8. A medhanism by which external padlicies may be asociated with fil e system

adivity.
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ABSTRACT

An intelli gent data management utili ty is disposed between a storage system and a
data source to automatically and transparently initi ate gopropriate data management
operations withou interfering with namal data flow between the data source and the
storage system. According to ore enbodment, the intelli gent data management utili ty
resides within a storage controll er and includes a mechanism for intercepting events, such
asfile adivity. Based uponthefile agivity (e.g., file aedion,file open, filered, file
write, file dose, and the like), the intelli gent data management utili ty invokes one or
more gopropriate data management appli catlions using atightly-couped transport and
palicy store. The transport queries the padlicy store for adions to be performed and
invokes the gopropriate data management applicaion a applicaions. Upon completion
of the data management tasks, status is returned through the transport to the fil e system

filter.
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Figure 5
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Figure 6
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