Introduction

The Antera Virtual Storage Architecture provides a unique blend of software modules that may be combined to form powerful storage solutions. The VSA is made up of proprietary kernel modules and proprietary applications. However, while the applications are proprietary, the interfaces to them are open, encouraging the development of third-party software to take advantage of, and build upon, the features provided by the VSA.

Antera has developed a flexible design that moves a large portion of the VSA functionality to the user, or application, space of the operating system. This provides for a thinner, more robust kernel-level code. What that means to the end-user is a more stable platform that is easily upgraded or enhanced. What this means to the third-party developer is an environment that is easier to develop in, resulting in more functionality in less time.

Kernel

Initial releases of the VSA are based on the Linux operating system and take advantage of the modular approach the developers of Linux have implemented.  Blah blah blah.

ADML

The Antera Data Management Layer, or ADML, is inserted between the Linux Virtual File system and any modern Linux file system. The ADML maintains a set of extended metadata for each file in the system. By residing between the VFS and the underlying file systems, the ADML is able to provide advanced policy-based management for every file in the system.  

The ADML is made up of two components, the PDM and DatManager.

PDM

The Persistent Data Manager is responsible for maintaining a copy of the VSA extended attributes. The extended attributes are typically managed as part of the file system, however in the event the file system and all of its data are destroyed, the PDM is responsible for providing a safe copy of all of the VSA metadata. The persisted data contains enough information to rebuild an image of the file system in a fraction of the time that a tape restore requires. 

The PDM interfaces with the portal.

Data Manager

The data manager is responsible for examining the metadata for each file and invoking specific actions based on the policies contained within the metadata. Typically the data manager is only involved during file open and close. There are very few cases  when the data manager becomes involved normal read or write requests.

The data manager interfaces with the portal.

ARVM

The Antera RAID Volume Manager provides scalable RAID protected block storage devices. The ARVM is inserted below any file system and above the physical device drivers. 

User/Application Space

AS mentioned earlier in the paper, a large portion of the VSA resides in the user, or application, space within the operating system. Placing the functionality in the user-space lessens the requirements on the kernel-level code, thus reducing the opportunity for system failures. It also allows for rapid development of new features, and the opportunity for specialized functionality to be added with no disruption to service.

Portal

While this user-level application contains very little logic, the portal is a key component in the VSA. The portal provides the communication path between the VSA kernel modules and the VSA applications. 

Communication between the portal and the kernel modules is provided through a set of proprietary calls, while communication on the application side is provided with an open interface. 

ADC

ADC is a generic term that stands for Application Dependent Code. During the development of the architecture, the need for the portal to interface with various applications became clear. The ADCs provide the link between applications and the portal. 

The ADCs are where the policies associated with each file are actually executed. For example, if a file contains a policy that requires it to be backed up immediately after closing, an ADC is written to be notified of the close and to invoke the appropriate backup utility.

ADCs provide the VSA with the ability to rapidly incorporate new functionality into the system.

Logging

The logging component provides the ability to record VSA events in a system log. 

Configuration

The configuration module manages and persists the system configuration.

UI

The user interface is designed to be a thin client component with a larger component residing in the system.

HSMd

The HSMd is an example of an application that coupled with the components of the VSA al;ksdflksdlkjfagb

